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FHI-aims Code

FHI-aims team and collaborators: Matthias Scheffler (Berlin), 
Sebastian Kokott (Berlin), Mariana Rossi (Hamburg), Xinguo Ren 
(Beijing), Karsten Reuter (Berlin), over 150 individuals with 
contributions to the project. Development in Berlin, Duke, UNC, 
Beijing, Helsinki, Warwick, Cardiff, Dresden, Dalhousie, etc.

https://fhi-aims.org

… and, with absolute certainty, more! Thank you!

Coordinators: Blum, Kokott, Rossi, Scheffler

Molecular Simulations from First Principles e.V.
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… and, with absolute certainty, more! Thank you!

Coordinators: Blum, Kokott, Rossi, Scheffler

Molecular Simulations from First Principles e.V.

Actually, you know 
there are more.

Can we use this workshop
to update website, 

FHI-aims output citations?

https://fhi-aims.org


However, We Have a Whole Ecosystem … ELPA
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Step 1: Step 2:

Massively parallel eigenvalue solutions,
CPU and GPU … came from FHI-aims, used far beyond FHI-aims.

Auckenthaler et al., Parallel Computing 37, 783 (2011)
Marek et al., J. Phys.: Condens. Matter 26, 213201 (2014)

Kus et al., Parallel Computing 85, 167 (2019)
Yu et al., Comp. Phys. Commun. 262, 107808 (2021)



However, We Have a Whole Ecosystem … ELSI

Yu et al., “ELSI -- An Open Infrastructure for 
Electronic Structure Solvers”
Comp. Phys. Commun. 256, 107459 (2020).

NSF ACI-1450280



However, We Have a Whole Ecosystem … ELSI

Currently: 
FHI-aims, Siesta, 
DFTB+, DGDFT

Yu et al., “ELSI -- An Open Infrastructure for 
Electronic Structure Solvers”
Comp. Phys. Commun. 256, 107459 (2020).

NSF ACI-1450280



However, We Have a Whole Ecosystem … GIMS

https://gims.ms1p.org
Browser-based graphical interface - no installation, open to more codes.

Sebastian Kokott, Iker Hurtado, Christian Vorwerk, Claudia Draxl, Volker Blum and 
Matthias Scheffler, “GIMS: Graphical Interface for Materials Simulations,” The Journal of 
Open Source Software, Vol. 6, No. 57, 2767 (2021). https://doi.org/10.21105/joss.02767. 

https://gims.ms1p.org


However, We Have a Whole Ecosystem … Many More

GAtor / Genarris
(Noa Marom et al., Crystal Structure Prediction)

Atomic Simulation Interface (ASI)
(Pavel Stishenko et al., data exchange)

i-pi
(Michele Ceriotti, Mariana Rossi et al., molecular dynamics)

FHI-vibes
(Florian Knoop, Christian Carbogno et al., vibrations & transport)

AvMatSim
(Marcus Neumann et al., Crystal Structure Prediction)

…



Where Do We Need to Grow?

• Documentation / Tutorials!
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Where Do We Need to Grow?

• Documentation / Tutorials!

Openly accessible on gitlab.com - 
in addition to manual, wiki, a trick that Mariana and Sebastian told me, …

Please grow our tutorials and your work will be seen!

http://gitlab.com


Where Do We Need to Grow?

• Code, continuous integration, testing

Thorough testing is critical to stable code.
I know we all know this and we are not doing badly, 

but consider adding more CI tests, whenever something is amiss!



Where Do We Need to Grow?

• Actually, AI.

Hm. Not quite.
We have some work
cut out for us … no 
way to ignore this.



What Can We Do? (This Workshop.)

Vision: 
Quantum mechanics based simulations of real, complex
molecules, materials and their properties without a 
priori precision and accuracy limitations.

→ Algorithmic choices and priorities:

• All-electron
• Non-periodic and periodic systems on equal footing
• Scalability to large systems (thousands of atoms) without precision limitations
• Seamless scalability from laptop to massively parallel and/or new HPC architectures
• Density functional theory and correlated methods (RPA, GW, CC via CC4S…)

Critical choice

• Numeric atom-centered basis functions (accurate 
representation of occupied orbitals and densities)

https://fhi-aims.org

Stewardship: MS1P e.V. (non-profit organization, purpose: basic science)
Advisory board, very active community 



High-precision atomic structure, 
energies and energy differences

Energy band structures for
large, complex systems

Predicted
Observable

Example - Bi-Doping of Layered HOIS, Hybrid DFT
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High-precision atomic structure, 
energies and energy differences

Energy band structures for
large, complex systems

Predicted
Observable

Semilocal density functional theory
with van der Waals corrections

Hybrid density functional theory
including spin-orbit coupling

Level of
Theory

Example - Bi-Doping of Layered HOIS, Hybrid DFT

Gabrielle
Koknat

Dr. Yi Yao

Example: 
Bi-doped (PEA)2PbI4
1,504 atoms
HSE06+SOC, 
all-electron
High precision - 
no tricks!

DFT-HSE06+SOC Band Structure

Lu et al., PRX Energy
2, 023010 (2023).



So Are We There Yet?

Lu, Koknat et al., PRX Energy 2, 023010 (2023).

Anonymous reviewer:

“Finally, I actually worry that in some 
cases the supercell is not large enough 
despite its large number of atoms. In 
particular, for the Bi2 case shown in Fig. 
3B, within the utilized supercell the Bi 
atoms are actually second-nearest 
neighbors with each other, likely 
indicating that the supercell is too small. 
A hint of this can be seen in Fig. 3D, 
which shows that the defect orbitals are 
not flat as expected but show some 
dispersion.”

I’m not sure what to say.

HSE06+SOC. No tricks.



So How About 3,383 Atoms.

Electronic structure of the (6x6)-Bi2☐ structure. 

HSE06+SOC. Still no tricks.

Now the defect band is even flatter.

Lu, Koknat et al., PRX Energy 2, 023010 (2023).

3,383 atoms, 30,736 electrons, 75,100 basis functions, 24,076 KS orbitals (closed shell system).
3x3x3 s.c.f. k-space grid, i.e., Born-von Karman cell.

12,096 Intel IceLake cores. SCF: 1 EXX matrix evaluation - 490s, 14 Eigenvalue problems - 225s



Hybrid DFT: Drastic Scalability Improvements*

*Not so simple. Our 2015 implementation had already seen some years of work by several very 
smart and focused individuals. 

GaAs supercells: HSE06, tight settings 

Florian Merz1, Andreas Marek2, Sebastian Kokott3, Christian Carbogno3, Yi Yao3,5, 

Mariana Rossi4, Markus Rampp2, Matthias Scheffler3, and Volker Blum5



Summary

Efficient, scalable first-principles approach to structure, 
electron band structure, relativity in complex materials.

Great ecosystem of library infrastructure, software 
tools for electronic structure theory (not just FHI-aims)

Tutorials, stability, infrastructure, constant care matter. 
Our VERY LARGE community makes all of this possible.
Thank you all for being here! 

We can do some remarkable science.


